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Abstract

Today’s online communications expose highly personal metadata, such
as who is communicating with whom, to service providers and other poten-
tial observers. Anonymous Communication Networks (ACNs) use cryp-
tographic building blocks to hide metadata in communications. In order
to gain confidence in the security guarantees that an ACN can provide,
various formalization approaches for metadata protection and proof frame-
works have been proposed [KBS20; Kuh+19; PH10; Bac+16]. In this talk,
we give an overview of existing proof techniques for ACNs and discuss our
findings from applying these techniques to concrete systems.

Motivation Metadata in online communication, such as who someone is com-
municating with, is often used to marginalise, discriminate against, or even pros-
ecute people [MMM16]. In response, anonymous communication has been an
active research topic for decades, with many systems proposed [SG24]. These
anonymous communication networks (ACNs) combine cryptographic building
blocks with additional techniques such as cover traffic to hide communication
metadata.

As ACNs are complex systems, potentially deployed in high-stakes environ-
ments, it is important that their security and privacy guarantees are rigorously
proven. If a formal proof of privacy exists for a given system, one can a) bet-
ter understand the exact metadata that the system aims to protect, and b)
be confident that this protection is actually achieved. Within the anonymous
communication community, there are different approaches to formalising and
proving privacy.

Existing Approaches To prove privacy in the systems we have designed in
the past, we have followed two basic strategies, which we will contrast in this
talk.

For some systems ([Gab+21; CWS23; Coi+24] and upcoming work), we
build on Kuhn et al.’s framework of privacy notions. Through this framework,
Kuhn et al. propose a game-based approach to modeling metadata disclosure
in ACNs. Similar to the IND-CPA game in cryptography, the game is played
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between a challenger and an adversary. The adversary is allowed to choose two
alternative communication patterns for clients and then has to decide, based
on the disclosed metadata, which of these patterns the challenger has chosen to
execute in the ACN. Note that this game is independent of both the concrete
ACN and the metadata to be hidden. Concrete ACNs are mapped to “protocol
models”, which simplify the protocol to a description of the metadata that
would be revealed to an adversary observing an implementation. The privacy
goals of the ACN are applied to the game by restricting how the alternative
communication patterns may differ from each other; any metadata that the
ACN does not wish to hide must be identical in both patterns, so that it does
not help the adversary to distinguish between them. Because of the universal
nature of this approach, it can be used to analyze a wide variety of ACN designs
and compare their privacy guarantees.

For other systems ([Sch+24] and upcoming work) we have relied on lower-
level properties tailored to the specific protocol functionality. These properties
are also formalized by an indistinguishability game, but restrict the adversary
to one possible attack vector. For example, one property (“Layer Unlinkabil-
ity”) requires that an adversary observing an anonymization server cannot link
incoming and outgoing packets. Compared to Kuhn et al.’s privacy notions,
where the adversary inputs communication patterns and receives all disclosed
information through the protocol model as output, the properties give the ad-
versary direct access to protocol functions: In the case of Layer Unlinkability,
the adversary can select two alternative inputs to the packet processing function
on the honest server and receives back the function’s output from one of the in-
puts. Taken together, all targeted properties define the privacy provided by the
protocol. With this approach, proofs are generally simpler because the scope
of each proof is narrower. However, comparisons between different families of
protocols are difficult because the properties only apply to protocols in the same
family.

Research and Talk In our research group, we have experience both in formal-
izing notions of privacy and in using these formalizations to prove the privacy of
ACNs we have designed. In this talk, we will discuss our findings from proving
the privacy of four published systems [Coi+24; CWS23; Sch+24; Gab+21] and
two upcoming ones. We intend to focus on lessons learned and provide guid-
ance on the different approaches to proving privacy guarantees for anonymous
communication networks.
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